PROPOSED SOLUTIONS
HOMEWORK 1
GRA6039 ECONOMETRICS WITH PROGRAMMING
AUTUMN 2020

EMIL A. STOLTENBERG

The definitions, propositions, etc. that I refer to are those in the Lecture notes. If you
spot mistakes in the proposed solutions, please send me an email.

Solution to Ex. 3. (d) Recall that B\ A = BN A°. Write B= (BNA)U(B\ A) =
(make a Venn diagram!), and notice that BN A and B N A¢ are disjoint. Use Def. 1.2(iii)
in the Lecture notes,
Pr(B) =Pr((BNA)U(B\ A)) =Pr(BNA)+Pr(A\ B).
Subtract Pr(B N A) on both sides. (e) Write
AUB=(A\B)U(B\A)U(ANB),
and note that all three events on the right are disjoint. Use Def. 1.2(iii) and (d),
Pr(AuB) =Pr(A\ B)+Pr(B\ A) +Pr(ANB)

= {Pr(A) —Pr(ANnB)} + {Pr(B) - Pr(AN B)} + Pr(AN B)

= Pr(A) + Pr(B) — Pr(AN B).
(f) Assume that A C B. Then AN B = A, so

Pr(B\ A) = Pr(B) — Pr(AN B) = Pr(B) — Pr(4),
but Pr(B\ A) > 0, so Pr(A) < Pr(B).

Solutions to Ex. 4. (a) From the definition of conditional probability, multiplying both
sides by Pr(B) we get Pr(AN B) = Pr(A | B)Pr(B). Here we can think of zero divided
by zero as zero, so that if Pr(B) = 0 this relation is still valid. To see that this is ok, note
that since AN B C B, so that Pr(B) = 0 entails that Pr(AN B) = 0 (see Ex. 3(f)). By
the symmetry Pr(AN B) = Pr(BN A), so Pr(AN B) = Pr(B | A)Pr(A).
(b) The events Ay, ..., Ay are pairwise disjoint and their union equals the sample space
Q. Therefore (make a drawing!),
k
B=(BNA)U(BNA)U---U(BN A1) U(BNA)=JBNA)
i=1
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Since the A;s are pairwise disjoint, so are the (B N A;)s, that is (BN A;) N (BN A;j) =0,
whenever i # j. Using Def. 1.2(iii) and (a) we then get

k k k
Pr(B) =Pr(| J(BNA;)) =) Pr(BNA;) =Y Pr(B|A)Pr(4).

i=1 i=1 i=1
(c) Combining the definition of conditional probability with (a), we get Bayes theorem.
Pr(AnB) Pr(B|A)Pr(A)

Pr(B) Pr(B)

Pr(A| B) =

(d) Combine (b) and (c).

(e) Define R = {car is red} and W = {witness says car was red}. We are being told
that Pr(R) = 1/103. The witness can say the car is red when it is (the event R), and
when it is not (the event R°), therefore,

Pr(W) =Pr(W | R)Pr(R) + Pr(W | R°)Pr(R°)
=Pr(W | R)Pr(R) + Pr(W | R°){1 — Pr(R")}.
We also know from the psychologist that Pr(W | R) = 1, and that Pr(W | R¢) = 5/100.
Use Bayes theorem,

Pr(W | R)Pr(R)
Pr(R| W) =
MR IW) = 5w TRYPr(R) + Pr(W | Bo)Pr(R)
_ 1/10° _ 100
~ 1/10% + 5/100 x 999/1000 5095

0.02.

Solution to Ex. 5. (a)

6
22”:2+22+23+24+25+26:2+4+8+16+32+64:126.
n=1

(b)

5
D BE-2)=(3x1-2)+(3x2-2)+3x3-2)+@Bx4-2)+3x5-2)
k=1

=14+4+7+10+ 13 = 35.

(c)

5
22/(71—1—1) =2/0+1)+2/(1+1)+2/2+1)+2/3+1)+2/(4+1)+2/(5+1)

n=0

—241+42/3+1/2+2/5+1/3=4+9/10 = 4.9.

(d) For the sum 25’:1(2?:1 2+7) notice that for i = 1,2,3, the inner sum in

3
D ot = gt g2 9t = 972492 4 2%) = 27(2 4 44 8) =27 x 14,
j=1
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Therefore,
3

3 3

SO 2y =) 214 =2+ 22144 2%14 =

i=1 j=1 i=1
(2 + 22 +2%)14 = (14)14 = 196.

Solution to Ex. 6. To show that the equality is not true, it suffices to find one coun-

terexample. Take n = 2, and suppose that X; =1 and X9 = —1. Then

—ZXZ 1+1_17é ZX 1—1)) =0.

Solution to Ex. 7. (a)

Zn:(Xi-FYi):(X1+Y1)+"‘+(Xn+Yn)

i=1
n n

=Xt XYt Y =) X+ ) Y
= i=1

(b) When a is a constant,

n
S aXi=aXi+taXp=a(Xi+ -+ Xn) =a Y X
i=1 i=1

(c)In(a),set Y; =afori=1,...,
zn:X—i—a ZX —|—Za—ZX + na.
i=1

(d) In (b) set a =1/bfor b#0, then Y ;" | X;/b=(1/b) > 1" | X;.

n, then that exercise tells us that

Solution to Ex. 8. (a) Combining Ex. 7(a) and (b), we get

Zn:(ax +bY;) Zax +ZbYEX7 azn:Xi—kan:Yi.
=1 =1

i=1
n, and A, = (1/n) > | A;. Then

Ex. 7(b ZX _ G,Xn,

(b) 4, =aX; fori=1,...,
B I W
n n
=1 =1
where X, = (1/n) >0, X;.
(c) Bi=X;+Y;fori=1,...,

ZiiBz’ ZX YE"”)lzX+ ZY X, + Y,
= =1 =1 =1

n. Then

where X, = (1/n) Y1, X; and Y,, = (1/n) >, V5.
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(d) C; =aX; +bY; fori=1,...,n. Then

C, = Zc_fzaxmy ZX+ ZY—aX +bY,,.
=1

Solution to Ex. 9. (a) Let Xi,...,X,, be numbers, obs., rv’s.
(a) We define X; = X; — X, for i =1,...,n, where X,, = (1/n) Y7, X, as always.
The average of X1, ... Xn is
n
Iy - B BRIl o LS SN SN )
Z 2 e Rl
(b) Now set

- X - X
X, == " fori=1 n,
Sx
where sy = \/sg(, and
1 n
) _
= X, — X
SXx n—1 ( n)
=1
is the empirical variance. The empirical average of X1,..., X, is zero:
lem s 1 - Xi—X,Ex7@ 1 1< _  Ex. 9(a)
nz ! nz Sx sxnz( ! n) ’
i=1 =1 i=1
because 1/sx is a constant.
The empirical variance Si} of X Ty--- ,)N(n is one:
OB W DL
X n-1 n—1~4 !
=1 =1
1 nXi—Xng 1 1 & oo 5%
== ) = i Xt ==
n—1 — Sx sy n—1 P s%
so the empirical standard deviation s = 83? must also be one.

(c) Now set X; = aX;+bfor i =1,...,n. Then the empirical average of X1,..., X, is

1 — Ex. 7 (c) a

— — (aX; +b X;+b=aX, +b.

- ; ; aX; +b) Z +b=aX, +

And
sk = (aXn +0)}? = — > (aXi - aX,)?
i=1 i=1

EX_7(b) a2 n = 2 o 2 2

= n_lg(Xi—Xn) = a“s¥.

The result in (a) is the special case where a = 1 and b = —X,,. The result in (b) is the
special case where a = 1/sx and b = —Xn/sx.
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Solution to Ex. 10. We have numbers, observations, rv’s Xi,...,X, and Y7,...,Y,.
The empirical covariance is defined as

1 _ _
SXY = _—7 i:1(X,» - X)) (Y; = Y,).
(a)
1 ¢ . 1 <& , i}
SX,Y = n—1 Z(Xz — Xp)(Yi = Yy) = n—1 z;{(Xz — Xp)Yi — (Xi — X0)Ya}
1= 1=
Bx. 7(a) 1 1 &
X a — —
l n_lz(Xi—Xn)Y;— n_lz(Xi— )Y
i=1 =1
Bx.7b) 1 & _ Y, — N _
= Y (M- XY - Y (X - X)) = D (X - XY

i=1 i=1 i=1
because Y i, (X; — X,) = 0 as shown in Ex. 9(a). By the same argument we see that
sxy = (1/(n = 1)) 305, (Yi = Ya) Xi.
(b) From (a) and using that sx x = s%, we get
1 O 1O
— D (Xi - Xp)Xi = — D (X7 - Xn X))
i=1 i=1

Ex. 7(a) 1 ~ 1 & Ex. 7(b) 1 - 1 -
x._a L 2_ > ) X._ 2_ = )
N n—lZXi n—l,ZanXZ B n—l;Xi Xnn—lzxZ

1= 1= 1=

=1

% =

1 < noo-
= X2 _ X2
n—1 ; op—1"
for the last equality using that since
1 n n
X, = - ;Xi, we have nX, = Zle
1= 1=

Solution to Ex. 11. For a < b, define A = {X < a} and B = {a < X < b}. (a) Then
AN B =1, so they are disjoint, and (b) AU B = {X < b}. (c). Use Def. 1.2(iii)

Pr(X <b) =Pr(AUB) =Pr(4) + Pr(B) =Pr(X <a)+Pr(a < X <),

and subtract Pr(X < a) on both sides to get Pr(a < X <b) =Pr(X <b) — Pr(X <a).
You could also argue like this: When a < b,

{a <X <b} ={X <b}\{X <a}={X <b}n{X > a}°,
and {X <b}N{X <a}={X <a}, so by Ex. 3(d),
Pr(a < X <b) =Pr({X <b}\{X <a}) =Pr(X <b) —Pr(X <a).
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